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Introduction

1.1 From Eq. (1.2), the value of ¥ is infinite if v = ¢, so there is no Lorentz transformation
to an inertial frame corresponding to a rest frame for light.

1.2 Since E = my, for a 7 TeV proton,

_E_ 7x102%eV

_—:7:4 .
m  938.3x 10%eV 7460

Then from the definition of 7,

L iz =0.999999991 .
c Y

This is a speed that is only about 3 meters per second less than that of light.

1.3 This question is ambiguous, since it does not specify whether the curvature is that of
the surface itself (which is called intrinsic curvature) or whether it is the apparent curvature
of the surface seen embedded in a higher-dimensional euclidean space (which is called
the extrinsic curvature). In general relativity the curvature of interest is usually intrinsic
curvature. Then the sheet of paper can be laid out flat and is not curved, the cylinder is
also flat, with no intrinsic curvature, because one can imagine cutting it longitudinally
and rolling it out into a flat surface, but the sphere has finite intrinsic curvature because it
cannot be cut and rolled out flat without distortion. The reason that the cylinder seems to
be curved is because the 2D surface is being viewed embedded in 3D space, which gives
a non-zero extrinsic curvature, but if attention is confined only to the 2D surface it has no
intrinsic curvature. This is a rather qualitative discussion but in later chapters methods will
be developed to quantify the amount of intrinsic curvature for a surface.
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Transformations

2.1 Utilizing Eq. (2.31) to integrate around the circumference of the circle,

+R
C:?{ds:f(dx%dyz)”z:z/ dx 1+(@
R dx

subject to the constraint R> = x> 4+ y?, where the factor of two and the limits are because x
ranges from —R to +R over half a circle. The constraints yield dy/dx = —(R> — x2)~"/2x,
which permits the integral to be written as

R R2
c=2f dn\fm—a
Introducing a new integration variable a through a = x/R then gives
+1 4
C=2R / ¢

1 V1 =42
since the integral is sin~'a. In plane polar coordinates the line element is given by Eq.
(2.32) and proceeding as above the circumference is

=27R,

C= fds= far+rap)'”

27
_/ doy/r+ (L _R 7 4o =27k,

where r = R has been used, implying that dr/ do =0.

2.2 Under a Galilean transformation x’ = x — vt and ¢/ = ¢ it is clear that the acceleration
a and the separation vector r = Ax between two masses are unchanged. Thus the second
law F = ma and the gravitational law F = Gmmyt/ % are invariant under Galilean trans-
formations.

2.3 Our solution follows Example 1.2.1 of Foster and Nightingale [88]. The tangent and
dual basis vectors, and the products for g;; = g;; = e;-e;, were worked out in Example 2.3.
The elements for g'/ = g/i = €' - e/ can be obtained in a similar fashion. For example,

12 0,

8 —g (2l+21)( 1_71):%_%

where the orthonormality of the cartesian basis vectors has been used. Summarizing the
results,

M2 42 duy 2v % 0 —V
gij=| 4w 4’+2 2u g/=10 1} —u
2v 2u 1 v —u 2P0 +1
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@GEPER Figure for Problem 2.5.

By direct multiplication the product of these two matrices is the unit matrix, verifying Eq.
(2.26) explicitly for this case. Utilizing Eq. (2.29), the line element is
ds* = gijduiduj
= g,mdu2 +2gdudv + 2g,,,dudw + gwdv2 +2guwdvdw + gwwdw2
= (42 +2)du? + 8uvdudv + 4vdudw + (4u> 4 2)dv* + 4udvdw + dw*

where g;; = g has been used and no summation is implied by repeated indices.

2.4 Using the spherical coordinates
u =r =0 w=o

defined through Eq. (2.2) and the results of Example 2.2,

e-ep=1 ez-e2:r2 e3-e3:r2sin26,

while all non-diagonal components vanish. Thus the metric tensor is

1 0 0
8ij = 0 V2 0
0 0 r*sin?0

The corresponding line element is
ds* = dr* +r*d6* + r*sin”® 0d ¢?,

where Eq. (2.29) has been used.
2.5 This solution is based on Problem 1.2 in Ref. [88]. From the parameterization r =
xi+yj+zk with
x=(a+bcosp)cosH
where the radius of the doughnut @ and radius of the circle b are defined in Fig. 2.1 [this

y=(a+bcos@)sinh z=bsing,

document], the tangent basis vectors are
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d
eg = (9—; = —sinB(a+bcos®)i+ (a+bcosp)cosb j
ep = g—; = —(bsin@cos@)i— (bsin@sinB)j+ (bcos@)k.

The corresponding elements of the metric tensor g;; = e; - e; are
— p2 — — _ 2
Spp =b 890 =809 =0 go9 = (a+bcoso)”.

2.6 The tangent basis vectors and metric tensor g;; were given in Example 2.4. Since g/
is the matrix inverse of g;;, which is diagonal,

10 g (10
8i=\p 2 &0 12

Then the dual basis may be obtained by raising indices with the metric tensor: &' = g'/e s
giving
1
21 22
e' =g''e;+g"%er =e e =g"ei+g e2=5é
for the elements of the dual basis.

2.7 For a constant displacement d in the x direction

X=x—d Y=y =z

Since d is constant
dx' = dx dy =dy d7 =dz

and therefore ds'> = ds?. From Eq. (2.41), a rotation in the x — y plane may be written

X =xcos@+ysin@ Yy = —xsinB +ycosh 7 =gz,

which gives the transformed line element
= (dx')* + (dy')* + (d2)?
= (cosOdx+ sm6dy) + (—sin Bdx + cos Ody)? + dz*
= (cos? @ + sin® 0)dx® + (cos? 6 + sin® 0)dy® + dz*

dx* +dy* +d7?
ds?

Therefore the euclidean spatial line element is invariant under displacements by a constant
amount and under rotations.

2.8 Taking the scalar products using Egs. (2.8), (2.9), and (2.20) gives
e-V= ei-(Vjej) = Vjei-ej = Vjﬁj’: =V
e,»V = e;-(Vjej) = Vje,--ej = Vj5ij = V,',

which is Eq. (2.22).
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2.9 Utilizing that the angle 6 between the basis vectors is determined by cosf = e; -
ey/|e1]||ez], the area of the parallelogram is

dA = |e;||e| sin 0 dx'dx*
= |ei|le2|(1 —cos? 6)"/2dx' dx*
= (lei*le]* — (e '82)2)1/2dx1dx2.
The components of the metric tensor g;; are
errex=gnn=2g1 lelllef=e-er=g11 l|er]ler] =er-€r =2,
so the area of the parallelogram may be expressed as
dA = (g11822 —g%z)l/zdxldxz = \/detgdx'dx?,

where detg is the determinant of the metric tensor. This is the 2D version of the invariant
4D volume element given in Eq. (3.48).



Tensors and Covariance

3.1 For the three cases

X" ax" axt ax’”
THY iy — Ve B _ _Taﬁ
ox% JxP ox% JxP
ox% JxP ox% JxP
Ty =VaVv = 5w g7 VoV = 5m v Tas

Ty =v,v" = %%VaVﬁ = %‘Z—iﬁv TP
3.2 From Egs. (3.50) and (3.51) with indices suitably relabeled
oxB 9x“ 92x®
%P 9xV Ix'E + “ox'V ox'H
- (rK Ix® axP ot 9 aﬂ) I

Aty —Th A=A

B G Gx7 Ixk | axPIx” axe | gyl
oxB 9x“ 92x®
=Aup 977 9 E + Otaxlvaxlﬂ
o Ox* oxP ax'* axY 9% ox'* oxt
BN GV OxK kT T QR xT gx% gk
oxP ox® 9%x*
=Aapyav g R TAeG Vo IE
Ix® 9B 9%x%
~Tap g m g Ax —Aagavoum

B oxP Ix% o 0x% oxP

=Aap ox'Y x'H T eB gy H gy
ox% oxP

= (Aap = Tiphe) G G-

Ak

which is Eq. (3.52).

3.3 (a) Since 5‘Y is a rank-2 tensor with the same components in all coordinate systems
see Section 3.8), under a coordinate transformation g ¢ = ecomes =90,

Section 3.8), und dinate transf tion guqg®’ = ) b Sual'® =0}
Since g,y is a tensor, if we assume gV is also a tensor then

, 0x* ox av _ OX XY
Sua = EI ax,agkn~ g = OxP axo'g
Then evaluating g, 8",

IXN* XYV o OxK dxT o IX* XY o dx% XV
Suaop 9xo 8 T ol g e SN gap 9x0 8 T GuH a0 | W

(o2
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where we have used

dx™ 9x'*
oX% OxP 551 gKngG = 0y.

Comparing the result
, 0x'% oxY
Suagp 9x0 8

with g},,8'*" = &/ requires that

PO — &y

rav _ 9x'% Ix'v po
~ oxP 9xo ¢
which is the transformation law for a rank-2 contravariant tensor. Note that this result is an
example of the quotient theorem described in Problem 3.13. Since guqg®" = 6, and guv
and 5“[ are known to be tensors, g"¥ must also be a tensor.

(b) From Eq. (3.44) an arbitrary rank-2 tensor can be decomposed into a symmetric and
antisymmetric part,

Suv = %(guv +gvu) + %(guv —8vu)-
Inserting this in the line element gives
ds® = guvdx*dx"

= (guv +gvu)dx"dx’ + X (guv — gvu)dxtdx”

= [guv + %(gvu - gvu)] dxtdx"

= guvdx*dx".
Thus only the symmetric part of g,y contributes to the line element.
3.4 Under the transformation x — x,

ox* JxP Ox'H ox'¢ v5
Ix'V Ix'™ Sap ox¥ 0x°

w7 o
T =gy T =

v 9x% dxH y 0x% dx'*
=8asT v —Lary )
ax"V Ix¥ ax"V Ix¥
where in going from the first line to the second line
oxP ox' B

ox'% x5 8
has been used. This is a tensor transformation law so it is valid in all frames. Proceeding in
similar fashion,

R N ox ox* ox¥ 9x®  Ix*oxP __,
uv = 8padvp T OxH QxaSeh G B 8T 556
dxt Ix¥
T OxH 9V P
where in the last step

9xl ax’a A 8x5 ax’ﬁ F) A8
gva g % b %6 gaagnel =Ty
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have been used. This is a tensor transformation law so it is valid in all frames.
3.5 (a) For example, consider a rank-4 tensor Tﬁ KV Tts transformation law is
eV _ OxX* XV IxX* IxN ¥e
B ox¥ 9x® Jxt JxB "

Now set @ = f3 for this tensor (implying a sum on this index). The resulting quantity must
have two upper indices by the summation convention, so define it to be TH*V:

THY = SR T, =T,

Is TV a tensor? From the preceding equations, its transformation law is
uv _ pluva ruvao
TR = e = 5P T3

g O OxY IX% Ix 5o OXH XY X Ix s

=0

“OxY 9x8 9xE 9x'B T T Ox¥ 9x8 Ixf Iy
_ OXR X o yse _ 0N OXY 1 yey _ 0XM OV s
dx? gxd €1 ox¥ oxd " Ix¥ 9xo ’

which is the transformation law for a contravariant rank-2 tensor. Similar proofs can be
carried out for tensors of any order. Thus, setting an upper and lower index equal on a
rank-N tensor and summing yields a tensor of rank N — 2.

(b) For example, consider the linear combination of two rank-2 tensors, T”V = aA”V +
bBuv. The transformation law is

oxY axPf oxY axP
9x o B TP e oy BB

ox'"V dxP
_zr r o o _ I o
T Ox® gy (aAﬁ +bBﬁ ) T Ox® gk B

A similar proof holds for any such linear combination of tensors.

Tﬁ" = aA;lV + bB/“V =a
ox'"Y oxP

3.6 The line element is ds® = —dr? +dr* + r2d6% + r*sin> 0d @2, so the non-zero compo-
nents of the metric are

go=8r=—1 gn=gn=1 gn=geo=1r" g3 =_8gpp=r"sin’6
and detgyy = —r*sin? 0. Then from Eq. (3.48) the invariant volume element is
dV = (—detgyy)"/*drd6de = r*drsin 0d6dg,

which gives a volume

R T 2
V:/dV:/ rzdr/ sin6d6 [ do = iR’
0 0 0
as expected.

3.7 Since A-B = A,B" is a scalar it is unchanged by a coordinate transformation. Thus
from the vector transformation law for B*

ox" oxV
a;uB’“ — (AVWX,,J—A;)B’“:O.

AyB" =A Bt = A,
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But B'* is an arbitrary vector that does not generally vanish. Thus the quantity in parenthe-
ses must be equal to zero, implying that A}, = (9x¥/9x'") Ay, which is the transformation
law for a dual vector.

3.8 This problem is adapted from an example in Ref. [88]. From the transformation
equations between spherical and cylindrical coordinates assuming u = (r,0,¢) and u' =

(P, 9,2),

1 . .
W =p=rsin® = u'sinu?

2
u/ :(P:],t3

3
W’ =z7=rcosO = u'cosu’

and the inverse transformations are

u'=r= \/p2—|-12= \/(u’l)2+(u’3)2

/1
u>=0=tan"! (B> = tan~! <u_3>
Z u

2
w=p=u".

From these the partial derivative entries in the matrices U and U defined in Example 3.7
may be computed directly. For example,

ou'" ,
Ul = - — (u'sinu®) =u

u?  Ju?

~y  Ou? d ! u'? cos 6
Uf=——=—=|tan"' | —= || = = .
o' ou! u ()2 4 (u'?)? r

Computing all the derivatives and assembling them gives

Lcosu? = rcos 6

sin® rcos® 0 sin@ 0 cos6

U— 0 0 1 0= cosf 0 _sin9 7
cos® —rsinf O 6 1 Or

and by explicit matrix multiplication, JU = 1I.

3.9 From Egs. (3.45) and (3.46),

(Tap(rs) — Tpau(ys))
(

(Tapys + Tapsy — Tpays — Tpasy) -

Tiap)(ys) =

(Taﬁyﬁ + Taﬁﬁy) - %(TﬁayS + TﬁaSy))

=

Bl ==
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3.10 (a) Use the symmetry properties and relabeling of dummy indices to write,

AMVByy = —AYHByy (AMVY is antisymmetic)
=—A""By, (Byy is symmetric)
=—A"Byy (Interchange dummy indices [ <> V).

But A*VB,,, = —AHVBy,y, can be true only if A*VBy, =0.

(b) For example, if A*Y is symmetric, A*Y = AYH, then
AHY X't ax'Y o _ Xt axV s

~OxY Jx9 © Ox¥ 9x9

with an analogous proof if A#Y = —AVH,

7:A/Vl~1’

3.11 Contracting 8, with the components V¥ of an arbitrary vector gives
Sy VY =VH =gV = g gay V.

But V is arbitrary so g"%gqy, = 8F.
3.12 Multiply both sides of Ty, = Uyy by dx* /dx'* and dx" /dx’P and take the implied
sums to give

dx* dxv ot odxY

T B B = G B e
But from Eq. (3.36) this is just 7,;, = Uj,,,.

3.13 In the scalar product expression A-B = g”VA”B" of Eq. (3.43) the left side is a scalar
and A and B on the right side are vectors. Since the quantities g,y contracted with tensors
on the right side yield a tensor on the left side, by the quotient theorem g,y must define the
components of a type (0,2) tensor.

3.14 This solution is adapted from Example 1.8.1 in Ref. [88]. For an arbitrary contravari-
ant vector V7 the transformation law given in the problem is

oxX* IxE s
ox9 J x/ﬁ ¢
indicating that T‘Xﬁ yVV transforms as a (1,1) tensor. By the quotient theorem then T‘Xﬁ v
must be a (1,2) tensor. The proof follows from inserting V¥ = (dx’7/dx?)V? on the left
side of the above equation and rearranging to give
o ox'" X' Ix*
Broxe — 9x8 oyB

[ Y _ ¢
T% V! = V7,

S
TE(P> Ve =o.

This must be valid for any V% so choose Vi, = 5)? such that the quantity inside the paren-
theses is required to vanish, giving

1Y /0 £
o OX ox'" Ixf s

BYGXT ~ ox g | e
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Multiply both sides of this expression by dx* /dx'* to give

o X dxt X% 9xf It g
BY 9xk ox'F " 9x8 B ox'F T A

But on the left side
ox* dx'H TR
giving finally
o _ X% Ox" ox
Bu™ 9x8 gyuB ox'* " A

which is the transformation law obeyed by a (1,2) tensor.

3.15 (a) One may write

yOX% oxt X' oxt o' _ s
Hoxv gxP  oxt gxB T gxB P

which is the transformation law for a mixed, rank-2 tensor.

(b) In some coordinate system let K); = 6, = diag(1,1,1,1). Then under an arbitrary co-
ordinate transformation,
KV — oxY oxP . oxV oxP _,  oxV ox*
BT ox® gx/H B T gxe gy TR T gy gyE
Thus K}y =, is a (1,1) tensor that has the same components (those of the unit matrix) in
any coordinate system.

5.

3.16 This is a particular example of a scalar product, so it must transform as a scalar.
Explicitly,
P x% IxB 9x'! y 0¥ v
= s
8ap 5 5V xr dx8
5 0x® ox'* axP 9x’”

ds ds®

— Y
= 8apds’ds dx'H IxY Ix"Y 9xd
Ix% JxP
_ ) _ S B
= gaBdSYdS WW = gaﬁdsyds 6)(/165

= gaﬁdsadsﬁ =ds®

where Eq. (3.35) has been used. The squared line element (3.39) is clearly a scalar invariant
and so it has the same value in all coordinate systems.

3.17 By the usual rank-2 tensor transformation law,

Xt oxV .,
_ B
~9x® JxB (x)

T/[.LV ()C/)
Upon differentiating Eq. (3.66),

ox't
S = O+ (8u) uX" (),
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which may be substituted into the first equation to give
TV () = (88 + (8u) duX ") (5g n (5u)aﬁXv) 7% (x)
= (5&‘(%’ + 55(5u)8ﬁXV + 5&’(514)8&X” +0 (5u2)) TP (x)
= THY(x) + [&ﬁvaﬂﬁ + 8aX“T“"} Su,
where only terms first-order in du have been retained.

3.18 The transformation law for dual vectors is given by Eq. (3.29). Using the expansion
(3.66) to evaluate the partial derivative gives

Loy =28 — (52— 9% 5 - IuX (8
) = S Aalx) = (8 = 557 ) Sual®) = Au(x) — X “(8u)Aa ().
By analogy with Eq. (3.68) the Lie derivative is then
A () —AL ()
Su

ng# = g_‘;lil}) <

> =X%0gAu +AqduX?,
where a Taylor expansion as in Eq. (3.69) was used to evaluate A (x').
3.19 LetAyy = U,Vy. Then by the Leibniz rule,
xAuy = Lx (UuVy) = (LxUn)Vy + Up (L5 W)
=X [(0aUu)Vy + Uu(9aVy)] + Ua(9uX*)Vy + UpVe (dy X %)
=X%oApy +AqyIuX* +Auadv X%,
where in the second line Eq. (3.73) was used and in the third line Ay, = U,V and
doApy = 9o (UpVv) = Up(9aV") + (daUp)Vy
were used.
3.20 Let C = [A,B] = AB — BA and operate on an arbitrary function f,
Cf=IA,B|f =ABf —BAf
= A0y (B 9y f) —B"dy (A" f)
=AY9yB" o, f+AYB" 90y f — BYdyA oy f —BYA* 0, oy f
= (AY9yB")df — (B"9yA* )y f,

where in the second line the vectors were expanded in the basis dy and the third line results
from taking the partial derivative of the product. Since the function f is arbitrary, this
implies the operator relation

C = [A,B] = (AVaVB” _BV&\/AM)&'H,
and since 8u is a vector basis, C is a vector with components
CIJ = [A7B]IJ - AvavB” - BvavA”,

which defines the Lie bracket [A,B] = —[B,A] for the vectors A and B. Comparison with
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Eq. (3.72) indicates that the Lie bracket is equivalent to a Lie derivative of a vector field:
[A,B]* = Z4B". The Lie derivative of a tensor then may be viewed as a generalization of
the Lie bracket for vectors.

3.21 (a) From Eqgs. (3.15)—(3.17) and Example 3.4,
Vie")=VVey(et) =84VY =VH
0(ey) = Ove*(en) = wy8) = o
which is Eq. (3.19).

(b) For vectors V = V%e, by the chain rule under a coordinate transformation x* — x’
the basis vectors transform as

u

ax¥

Thus, to keep V invariant under x* — x’* its components must transform as
i

ot

ooy

eq — €y =

y'H

which is equivalent to (3.31), since then

ox’*  ox®
I M v
VoV =V = SV e
ot ox®
T oxv oxi ' e
= Bgvvea

= VaEa =V.

3.22 The first two examples are trivial. Since two successive partial derivative operations

commute,
a 9 J 9
{3x’8y] =0 [8}”’39} =0

and obviously these are coordinate bases. But for the third example

o Jd 10 d (1 d 1 0 0
WZ’]:{%?%]ZE(?%)‘M—@
1o 192 1 9°
7230 79100 rorae
1 0 ér
TR 7
Thus é; and é; do not commute and they define a non-coordinate basis.

3.23 The Lie derivative for a vector is given by Eq. (3.72). Replacing the partial derivatives
with covariant derivatives in this expression gives

IAF = X9 AF — A% Do XH — XUV AH — A%V XH

_ X« (8aA“ +rgaAﬁ) Y (aaxﬂ n rgaxﬁ) .



