Preface

Changes for the Tenth Edition

he goals, overall structure, and approach of this tenth edition of Concepts of Programming Languages remain the same as those of the nine earlier editions. The principal goals are to introduce the main constructs of contemporary programming languages and to provide the reader with the tools necessary for the critical evaluation of existing and future programming languages. A secondary goal is to prepare the reader for the study of compiler design, by providing an in-depth discussion of programming language structures, presenting a formal method of describing syntax and introducing approaches to lexical and syntatic analysis.

T

The tenth edition evolved from the ninth through several different kinds of changes. To maintain the currency of the material, some of the discussion of older programming languages has been removed. For example, the description of COBOL’s record operations was removed from Chapter 6 and that of Fortran’s Do statement was removed from Chapter 8. Likewise, the description of Ada’s generic subprograms was removed from Chapter 9 and the discussion of Ada’s asynchronous message passing was removed from Chapter 13.

On the other hand, a section on closures, a section on calling subprograms indirectly, and a section on generic functions in F# were added to Chapter 9; sections on Objective-C were added to Chapters 11 and 12; a section on concurrency in functional programming languages was added to Chapter 13; a section on C# event handling was added to Chapter 14;. a section on F# and a section on support for functional programming in primarily imperative languages were added to Chapter 15.

In some cases, material has been moved. For example, several different discussions of constructs in functional programming languages were moved from Chapter 15 to earlier chapters. Among these were the descriptions of the control statements in functional programming languages to Chapter 8 and the lists and list operations of Scheme and ML to Chapter 6. These moves indicate a significant shift in the philosophy of the book—in a sense, the mainstreaming of some of the constructs of functional programming languages. In previous editions, all discussions of functional programming language constructs were segregated in Chapter 15.

Chapters 11, 12, and 15 were substantially revised, with five figures being added to Chapter 12.

Finally, numerous minor changes were made to a large number of sections of the book, primarily to improve clarity.

The Vision

This book describes the fundamental concepts of programming languages by discussing the design issues of the various language constructs, examining the design choices for these constructs in some of the most common languages, and critically comparing design alternatives.

Any serious study of programming languages requires an examination of some related topics, among which are formal methods of describing the syntax and semantics of programming languages, which are covered in Chapter 3. Also, implementation techniques for various language constructs must be considered: Lexical and syntax analysis are discussed in Chapter 4, and implementation of subprogram linkage is covered in Chapter 10. Implementation of some other language constructs is discussed in various other parts of the book.

The following paragraphs outline the contents of the ninth edition.

Chapter Outlines

Chapter 1 begins with a rationale for studying programming languages. It then discusses the criteria used for evaluating programming languages and language constructs. The primary influences on language design, common design trade-offs, and the basic approaches to implementation are also examined.

Chapter 2 outlines the evolution of most of the important languages discussed in this book. Although no language is described completely, the origins, purposes, and contributions of each are discussed. This historical overview is valuable, because it provides the background necessary to understanding the practical and theoretical basis for contemporary language design. It also motivates further study of language design and evaluation. In addition, because none of the remainder of the book depends on Chapter 2, it can be read on its own, independent of the other chapters.

Chapter 3 describes the primary formal method for describing the syntax of programming language—BNF. This is followed by a description of attribute grammars, which describe both the syntax and static semantics of languages. The difficult task of semantic description is then explored, including brief introductions to the three most common methods: operational, denotational, and axiomatic semantics.

Chapter 4 introduces lexical and syntax analysis. This chapter is targeted to those colleges that no longer require a compiler design course in their curricula. Like Chapter 2, this chapter stands alone and can be read independently of the rest of the book.

Chapters 5 through 14 describe in detail the design issues for the primary constructs of programming languages. In each case, the design choices for several example languages are presented and evaluated. Specifically, Chapter 5 covers the many characteristics of variables, Chapter 6 covers data types, and Chapter 7 explains expressions and assignment statements. Chapter 8 describes control statements, and Chapters 9 and 10 discuss subprograms and their implementation. Chapter 11 examines data abstraction facilities. Chapter 12 provides an in-depth discussion of language features that support object-oriented programming (inheritance and dynamic method binding), Chapter 13 discusses concurrent program units, and Chapter 14 is about exception handling, along with a brief discussion of event handling.

The last two chapters (15 and 16) describe two of the most important alternative programming paradigms: functional programming and logic programming. However, some of the data structures and control constructs of functional programming languages are discussed in Chapters 6 and 8. Chapter 15 presents an introduction to Scheme, including descriptions of some of its primitive functions, special forms, and functional forms, as well as some examples of simple functions written in Scheme. Brief introductions to ML, Haskell, and F# are given to illustrate some different directions in functional language design. Chapter 16 introduces logic programming and the logic programming language, Prolog.

To the Instructor

In the junior-level programming language course at the University of Colorado at Colorado Springs, the book is used as follows: We typically cover Chapters 1 and 3 in detail, and though students find it interesting and beneficial reading, Chapter 2 receives little lecture time due to its lack of hard technical content. Because no material in subsequent chapters depends on Chapter 2, as noted earlier, it can be skipped entirely, and because we require a course in compiler design, Chapter 4 is not covered.

Chapters 5 through 9 should be relatively easy for students with extensive programming experience in C++, Java, or C#. Chapters 10 through 14 are more challenging and require more detailed lectures.

Chapters 15 and 16 are entirely new to most students at the junior level. Ideally, language processors for Scheme and Prolog should be available for students required to learn the material in these chapters. Sufficient material is included to allow students to dabble with some simple programs.

Undergraduate courses will probably not be able to cover all of the material in the last two chapters. Graduate courses, however, should be able to completely discuss the material in those chapters by skipping over parts of the early chapters on imperative languages.

Supplemental Materials

The following supplements are available to all readers of this book at www.aw.com/cssupport.

• A set of lecture note slides. PowerPoint slides are available for each chapter in the book.

• PowerPoint slides containing all the figures in the book.

To reinforce learning in the classroom, to assist with the hands-on lab component of this course, and/or to facilitate students in a distance-learning situation, access the companion Web site at www.aw.com/sebesta. This site contains mini-manuals (approximately 100-page tutorials) on a handful of languages. These proceed on the assumption that the student knows how to program in some other language, giving the student enough information to complete the chapter materials in each language. Currently the site includes manuals for C++, C, Java, and Smalltalk.

Language Processor Availability

Processors for and information about some of the programming languages discussed in this book can be found at the following Web sites:

C, C++, Fortran, and Ada gcc.gnu.org

C# and F# microsoft.com

Java java.sun.com

Haskell haskell.org

Lua www.lua.org

Scheme www.plt-  
 scheme.org/software/drscheme

Perl www.perl.com

Python www.python.org

Ruby www.ruby-lang.org

JavaScript is included in virtually all browsers; PHP is included in virtually all Web servers.

All this information is also included on the companion Web site.
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**Answers to Selected Problems**

**Chapter 1**

*Problem Set:*

3. Some arguments for having a single language for all programming domains are: It would dramatically cut the costs of programming training and compiler purchase and maintenance; it would simplify programmer recruiting and justify the development of numerous language dependent software development aids.

4. Some arguments against having a single language for all programming domains are: The language would necessarily be huge and complex; compilers would be expensive and costly to maintain; the language would probably not be very good for any programming domain, either in compiler efficiency or in the efficiency of the code it generated. More importantly, it would not be easy to use, because regardless of the application area, the language would include many unnecessary and confusing features and constructs (those meant for other application areas). Different users would learn different subsets, making maintenance difficult.

5. One possibility is wordiness. In some languages, a great deal of text is required for even simple complete programs. For example, COBOL is a very wordy language. In Ada, programs require a lot of duplication of declarations. Wordiness is usually considered a disadvantage, because it slows program creation, takes more file space for the source programs, and can cause programs to be more difficult to read.

7. The argument for using the right brace to close all compounds is simplicity—a right brace always terminates a compound. The argument against it is that when you see a right brace in a program, the location of its matching left brace is not always obvious, in part because all multiple-statement control constructs end with a right brace.

8. The reasons why a language would distinguish between uppercase and lowercase in its identifiers are: (1) So that variable identifiers may look different than identifiers that are names for constants, such as the convention of using uppercase for constant names and using lowercase for variable names in C, and (2) so that catenated words as names can have their first letter distinguished, as in TotalWords. (Some think it is better to include a connector, such as underscore.) The primary reason why a language would not distinguish between uppercase and lowercase in identifiers is it makes programs less readable, because words that look very similar are actually completely different, such as SUM and Sum.

10. One of the main arguments is that regardless of the cost of hardware, it is not free. Why write a program that executes slower than is necessary. Furthermore, the difference between a well-written efficient program and one that is poorly written can be a factor of two or three. In many other fields of endeavor, the difference between a good job and a poor job may be 10 or 20 percent. In programming, the difference is much greater.

15. The use of type declaration statements for simple scalar variables may have very little effect on the readability of programs. If a language has no type declarations at all, it may be an aid to readability, because regardless of where a variable is seen in the program text, its type can be determined without looking elsewhere. Unfortunately, most languages that allow implicitly declared variables also include explicit declarations. In a program in such a language, the declaration of a variable must be found before the reader can determine the type of that variable when it is used in the program.

18. The main disadvantage of using paired delimiters for comments is that it results in diminished reliability. It is easy to inadvertently leave off the final delimiter, which extends the comment to the end of the next comment, effectively removing code from the program. The advantage of paired delimiters is that you *can* comment out areas of a program. The disadvantage of using only beginning delimiters is that they must be repeated on every line of a block of comments. This can be tedious and therefore error-prone. The advantage is that you cannot make the mistake of forgetting the closing delimiter.

**Chapter 2**

*Problem Set:*

6. Because of the simple syntax of LISP, few syntax errors occur in LISP programs. Unmatched parentheses is the most common mistake.

7. The main reason why imperative features were put in LISP was to increase its execution efficiency.

10. The main motivation for the development of PL/I was to provide a single tool for computer centers that must support both scientific and commercial applications. IBM believed that the needs of the two classes of applications were merging, at least to some degree. They felt that the simplest solution for a provider of systems, both hardware and software, was to furnish a single hardware system running a single programming language that served both scientific and commercial applications.

11. IBM was, for the most part, incorrect in its view of the future of the uses of computers, at least as far as languages are concerned. Commercial applications are nearly all done in languages that are specifically designed for them. Likewise for scientific applications. On the other hand, the IBM design of the 360 line of computers was a great success--it still dominates the area of computers between supercomputers and minicomputers. Furthermore, 360 series computers and their descendants have been widely used for both scientific and commercial applications. These applications have been done, in large part, in Fortran and COBOL.

14. The argument for typeless languages is their great flexibility for the programmer. Literally any storage location can be used to store any type value. This is useful for very low-level languages used for systems programming. The drawback is that type checking is impossible, so that it is entirely the programmer's responsibility to insure that expressions and assignments are correct.

18. A good deal of restraint must be used in revising programming languages. The greatest danger is that the revision process will continually add new features, so that the language grows more and more complex. Compounding the problem is the reluctance, because of existing software, to remove obsolete features.

22. One situation in which pure interpretation is acceptable for scripting languages is when the amount of computation is small, for which the processing time will be negligible. Another situation is when the amount of computation is relatively small and it is done in an interactive environment, where the processor is often idle because of the slow speed of human interactions.

24. New scripting languages may appear more frequently than new compiled languages because they are often smaller and simpler and focused on more narrow applications, which means their libraries need not be nearly as large.

**Chapter 3**

**Instructor's Note:**

In the program proof on page 160, there is a statement that may not be clear to all, specifically, (n + 1)\* … \* n = 1. The justification of this statement is as follows:

Consider the following expression:

(count + 1) \* (count + 2) \* … \* n

The former expression states that when count is equal to n, the value of the later expression is 1. Multiply the later expression by the quotient:

(1 \* 2 \* … \* count) / (1 \* 2 \* … \* count)

whose value is 1, to get

(1 \* 2 \* … \* count \* (count + 1) \* (count + 2) \* … \* n) /

(1 \* 2 \* … \* count)

The numerator of this expressions is n!. The denominator is count!. If count is equal to n, the value of the quotient is

n! / n!

or 1, which is what we were trying to show.

*Problem Set:*

2a. <class\_head> → {<modifier>} **class** <id> [**extends** class\_name]

[**implements** <interface\_name> {, <interface\_name>}]

<modifier> → **public** | **abstract** | **final**

2c. <switch\_stmt> → **switch** ( <expr> ) {**case** <literal> : <stmt\_list>

{**case** <literal> : <stmt\_list> } [**default** : <stmt\_list>] }

3. <assign> → <id> = <expr>

<id> → A | B | C

<expr> → <expr> \* <term>

| <term>

<term> → <factor> + <term>

| <factor>

<factor> → ( <expr> )

| <id>

6.

(a) <assign> => <id> = <expr>

=> A = <expr>

=> A = <id> \* <expr>

=> A = A \* <expr>

=> A = A \* ( <expr> )

=> A = A \* ( <id> + <expr> )

=> A = A \* ( B + <expr> )

=> A = A \* ( B + ( <expr> ) )

=> A = A \* ( B + ( <id> \* <expr> ) )

=> A = A \* ( B + ( C \* <expr> ) )

=> A = A \* ( B + ( C \* <id> ) )

=> A = A \* ( B + ( C \* A ) )
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7.

(a) <assign> => <id> = <expr>

=> A = <expr>

=> A = <term>

=> A = <factor> \* <term>

=> A = ( <expr> ) \* <term>

=> A = ( <expr> + <term> ) \* <term>

=> A = ( <term> + <term> ) \* <term>

=> A = ( <factor> + <term> ) \* <term>

=> A = ( <id> + <term> ) \* <term>

=> A = ( A + <term> ) \* <term>

=> A = ( A + <factor> ) \* <term>

=> A = ( A + <id> ) \* <term>

=> A = ( A + B ) \* <term>

=> A = ( A + B ) \* <factor>

=> A = ( A + B ) \* <id>

=> A = ( A + B ) \* C

![](data:image/x-wmf;base64,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)

8. The following two distinct parse tree for the same string prove that the grammar is ambiguous.

![](data:image/x-wmf;base64,183GmgAAAAAAAE8qQxTsCQAAAADxYAEACQAAA2YCAAADADIAAAAAAAUAAAALAgAAAAAFAAAADAJDFE8qBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAIAAAA+gIGACMAAAAAAAAABAAAAC0BAAAFAAAAFAKnAb8KBQAAABMCIgS/CgUAAAAUAp0GvwoFAAAAEwIYCb8KBQAAABQCkwuJEAUAAAATAjASiRAFAAAAFAKTC8kFBQAAABMCDg7JBQUAAAAUAokQ0wAFAAAAEwIwEtMABQAAABQCiRC/CgUAAAATAjASvwoFAAAAFAKdBmsfBQAAABMCGAlrHwUAAAAUApMLSBsFAAAAEwIwEkgbBQAAABQCiRDmIQUAAAATAjAS5iEFAAAAFAKJECoqBQAAABMCMBIqKgUAAAAUApMLNCUFAAAAEwIODjQlCAAAAPoCBgAxAAAAAAAAAAQAAAAtAQEABAAAAPABAAAFAAAAFAKTCzQlBQAAABMCDg7mIQgAAAD6AgYALgAAAAAAAAAEAAAALQEAAAQAAADwAQEABQAAABQCkws0JQUAAAATAg4OKioIAAAA+gIGADAAAAAAAAAABAAAAC0BAQAEAAAA8AEAAAUAAAAUAp0Gax8FAAAAEwIYCRwcCAAAAPoCBgAtAAAAAAAAAAQAAAAtAQAABAAAAPABAQAFAAAAFAKdBmsfBQAAABMCGAk0JQgAAAD6AgYALgAAAAAAAAAEAAAALQEBAAQAAADwAQAABQAAABQCnQa/CgUAAAATAhgJtQ8IAAAA+gIGADAAAAAAAAAABAAAAC0BAAAEAAAA8AEBAAUAAAAUAp0GvwoFAAAAEwIYCZ0GCAAAAPoCBgAuAAAAAAAAAAQAAAAtAQEABAAAAPABAAAFAAAAFAKTC8kFBQAAABMCDg6/CgUAAAAUApMLyQUFAAAAEwIODtMAHAAAAPsCWf4AAAAAAACQAQAAAAAAAAAgSGVsdmV0aWNhAAqSoD0ZB7AJNwDYlMl0gAHNdOISZhYEAAAALQEAADIAAAAhBVcAYSAgICAgICAgICAgICAgICAgICAgYiAgICAgICAgICAgYyAgICAgICAgICAgICAgICAgICAgIGEgICAgICAgICAgICAgYiAgICAgICAgICAgICAgICBjANgTAAAuAAAAIQVPADxBPiAgICAgICsgICAgICAgIDxBPiAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgIDxBPiAgICsgICAgICA8QT4AtQ8AACQAAAAhBTsAPEE+ICAgICAgKyAgICAgICAgPEE+ICAgICAgICAgICAgICAgICA8QT4gICAgKyAgICAgICAgICA8QT4Gvwr1BBwAAAAhBSwAPEE+ICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICA8QT7JBesJHAAAACEFLAA8Uz4gICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgICAgIDxTPqcB6wkIAAAA+gIGACMAAAAAAAAABAAAAC0BAgAEAAAA8AEBAAUAAAAUAnsCax8FAAAAEwIiBGsfBAAAACcB//8DAAAAAAA=)

9. Assume that the unary operators can precede any operand. Replace the rule

<factor> → <id>

with

<factor> → + <id>

| - <id>

10. One or more a's followed by one or more b's followed by one or more c's.

13. S → a S b | a b

14.

![](data:image/x-wmf;base64,183GmgAAkAA4AEcJNQRAAgAAAACLWAEACQAAA8IDAAADAFoAAAAAABUAAAAmBg8AHwD/////BAAVAAAATXJFZA8ATWljcm9zb2Z0IERyYXcAAFoAAAAmBg8AqQBNckVkAgCfAAAAnQABAP//////////AAAAAAAAAQADAAAAAAD///8AAAAAAP///wABAAABAAAAAQAAAAAAAQAAAAAAAAEMAEhlbHYA7wEDAKcA/wDwAQMBBgEDAFAAAwDhAP8A8QEDEAAAAAAA////AMDAwACAgIAA/wAAAIAAAAD//wAAgIAAAAD/AAAAgAAAAP//AACAgAAAAP8AAACAAP8A/wCAAIAAAA4AAAAmBg8AEgBNckVkAwAIAAAAkAA4AEcJNQQFAAAACwI4AJAABQAAAAwC/QO3CAMAAAAeAAQAAAADAQgABQAAAAEC////AAUAAAAJAgAAAAAEAAAABwEDAAQAAAAEAQ0ABAAAAAYBAQAEAAAAAgECAAMAAAAeAAQAAAAuARgABAAAAAIBAQAPAAAA+wKg/wAAAAAAAJABAAAAAAAAACJIZWx2ABYEAAAALQEAAAgAAAAyCpAAEAIBAAAAUwAIAAAAMgqQALAHAQAAAFMACQAAAPoCBgAIAAgAAAAAACIABAAAAC0BAQALAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgBAApAAQALwAAsAAAAmBg8ADABNckVkAQACAAAAAAAIAAAAJQMCAEACUAFAAuABCwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAQAKQAFAB8AALAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgBAApAAAAPwAAsAAAAmBg8ADABNckVkAQACAAAAAAAIAAAAJQMCAOAHkADgB/AACwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIA4AeQAPAG8AALAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgDgB5AA0AjwAAsAAAAmBg8ADABNckVkAQACAAAAAAAIAAAAJQMCAOAHUAHgB+ABCwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIA4AdwAuAH0AILAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgDgB1ABIAfgAQsAAAAmBg8ADABNckVkAQACAAAAAAAIAAAAJQMCAAAJUAEACeABCwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAYAbgAcAGUAELAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgBgBkACYAbQAgsAAAAmBg8ADABNckVkAQACAAAAAAAIAAAAJQMCAGAGQALQBdACCwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAYAYwA2AGwAMLAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgBQAVABUAHgAQsAAAAmBg8ADABNckVkAQACAAAAAAAIAAAAJQMCAFABUAHAAOABCwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAMANQATAD4AELAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgAwA1AB8APgAQsAAAAmBg8ADABNckVkAQACAAAAAAAIAAAAJQMCACAEcAIgBNACCwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAUAFwAlAB0AIQAAAAMgogBDAGEQAAACBhICAgICAgICAgICAgICBiAAsAAAAmBg8ADABNckVkAQACAAAAAAAIAAAAJQMCAOAHcAJQB9ACCwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIA4AdgA+AHwAMIAAAAMgpQASABAQAAAEEACAAAADIKUAEQAgEAAABCAAgAAAAyClABAAMBAAAAQwAIAAAAMgpQAcAGAQAAAEEACAAAADIKUAGwBwEAAABCAAgAAAAyClAB0AgBAAAAQwAIAAAAMgpAApAAAQAAAGEACAAAADIKQAIgAQEAAABBAAgAAAAyCkACEAIBAAAAYgAIAAAAMgpAAjADAQAAAGMACAAAADIKQALwAwEAAABDAAgAAAAyCkACoAUBAAAAYQAIAAAAMgpAAjAGAQAAAEEACAAAADIKQALwBgEAAABiAAgAAAAyCkACsAcBAAAAQgAIAAAAMgpAAtAIAQAAAGMACwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAwAZQAdAF4AEPAAAA+wKg/wAAAAAAAJABAAAAAAAAACJIZWx2AGEEAAAALQECAAQAAADwAQAACwAAADIKMAMgAQcAAABhICAgICAgAAgAAAAyCjAD8AMBAAAAYwAIAAAAMgowA6AFAQAAAGEACAAAADIKMAMwBgEAAABBAAgAAAAyCjADIAcBAAAAYgAIAAAAMgowA7AHAQAAAEIAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG4EAAAALQEAAAQAAADwAQIACQAAAPoCBQAAAAAA////ACIABAAAAC0BAgAEAAAA8AEBAAQAAAAnAf//BAAAACcB//8DAAAAAAA=)

16. <assign> → <id> = <expr>

<id> → A | B | C

<expr> → <expr> (+ | -) <expr>

| (<expr>)

| <id>

18. The value of an intrinsic attribute is supplied from outside the attribute evaluation process, usually from the lexical analyzer. A value of a synthesized attribute is computed by an attribute evaluation function.

19. Replace the second semantic rule with:

<var>[2].env ← <expr>.env

<var>[3].env ← <expr>.env

<expr>.actual\_type ← <var>[2].actual\_type

predicate: <var>[2].actual\_type = <var>[3].actual\_type

21.

(a) (Java **do-while**) We assume that the logic expression is a single relational expression.

loop: (do body)

if <relational\_expression> goto out

goto loop

out: ...

(b) (Ada **for**) **for** I **in** first .. last **loop**

# I = first

loop: if I < last goto out

...

I = I + 1

goto loop

out: ...

(c) (Fortran Do)

K = start

loop: if K > end goto out

...

K = K + step

goto loop

out: ...

(e) (C **for**) **for** (expr1; expr2; expr3) ...

evaluate(expr1)

loop: control = evaluate(expr2)

if control == 0 goto out

...

evaluate(expr3)

goto loop

out: ...

22a. Mpf(for var in init\_expr .. final\_expr loop L end loop, s) ![](data:image/x-wmf;base64,183GmgAAGAEYAegB6AFAAgAAAABRVQEACQAAAzwBAAACAFoAAAAAABUAAAAmBg8AHwD/////BAAVAAAATXJFZA8ATWljcm9zb2Z0IERyYXcAAFoAAAAmBg8AqQBNckVkAgCfAAAAnQABAIQAhADcAh8CAAAAAAAAAQADAAAAAAD///8AAAAAAP///wABAAABAAAAAQAAAAAAAQAAAAAAAAEMAFN5c3RlbQDctUuCEAAAoCi3S4I8YEqCAAAAAEgAAKAIEAAAAAAA////AMDAwACAgIAA/wAAAIAAAAD//wAAgIAAAAD/AAAAgAAAAP//AACAgAAAAP8AAACAAP8A/wCAAIAAAA4AAAAmBg8AEgBNckVkAwAIAAAAGAEYAegB6AEFAAAACwIYARgBBQAAAAwC0ADQAAMAAAAeAAQAAAADAQgABQAAAAEC////AAUAAAAJAgAAAAAEAAAABwEDAAQAAAAEAQ0ABAAAAAYBAQAEAAAAAgECAAMAAAAeAAkAAAD6AgYACAAIAAAAAAAiAAQAAAAtAQAACwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAIAGAAeABgAELAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgAgAYABgAEgAQsAAAAmBg8ADABNckVkAQACAAAAAAAIAAAAJQMCAIABIAHgAYABCwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAIAGwAeABsAELAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgAgAeAB4AHgAQkAAAD6AgUAAAAAAP///wAiAAQAAAAtAQEABAAAAPABAAAEAAAAJwH//wQAAAAnAf//AwAAAAAA)

if VARMAP(i, s) = **undef** for var or some i in init\_expr or final\_expr

then **error**

else if Me(init\_expr, s) > Me(final\_expr, s)

then s

else Ml(while init\_expr - 1 <= final\_expr do L, Ma(var := init\_expr + 1, s))

22b. Mr(repeat L until B) ![](data:image/x-wmf;base64,183GmgAAGAEYAegB6AFAAgAAAABRVQEACQAAAzwBAAACAFoAAAAAABUAAAAmBg8AHwD/////BAAVAAAATXJFZA8ATWljcm9zb2Z0IERyYXcAAFoAAAAmBg8AqQBNckVkAgCfAAAAnQABAIQAhADcAh8CAAAAAAAAAQADAAAAAAD///8AAAAAAP///wABAAABAAAAAQAAAAAAAQAAAAAAAAEMAFN5c3RlbQDctUuCEAAAoCi3S4I8YEqCAAAAAEgAAKAIEAAAAAAA////AMDAwACAgIAA/wAAAIAAAAD//wAAgIAAAAD/AAAAgAAAAP//AACAgAAAAP8AAACAAP8A/wCAAIAAAA4AAAAmBg8AEgBNckVkAwAIAAAAGAEYAegB6AEFAAAACwIYARgBBQAAAAwC0ADQAAMAAAAeAAQAAAADAQgABQAAAAEC////AAUAAAAJAgAAAAAEAAAABwEDAAQAAAAEAQ0ABAAAAAYBAQAEAAAAAgECAAMAAAAeAAkAAAD6AgYACAAIAAAAAAAiAAQAAAAtAQAACwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAIAGAAeABgAELAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgAgAYABgAEgAQsAAAAmBg8ADABNckVkAQACAAAAAAAIAAAAJQMCAIABIAHgAYABCwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAIAGwAeABsAELAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgAgAeAB4AHgAQkAAAD6AgUAAAAAAP///wAiAAQAAAAtAQEABAAAAPABAAAEAAAAJwH//wQAAAAnAf//AwAAAAAA)

if Mb(B, s) = **undef**

then **error**

else if Msl(L, s) = **error**

then **error**

else if Mb(B, s) = **true**

then Msl(L, s)

else Mr(repeat L until B), Msl(L, s))

22c. Mb(B, s) ![](data:image/x-wmf;base64,183GmgAAGAEYAegB6AFAAgAAAABRVQEACQAAAzwBAAACAFoAAAAAABUAAAAmBg8AHwD/////BAAVAAAATXJFZA8ATWljcm9zb2Z0IERyYXcAAFoAAAAmBg8AqQBNckVkAgCfAAAAnQABAIQAhADcAh8CAAAAAAAAAQADAAAAAAD///8AAAAAAP///wABAAABAAAAAQAAAAAAAQAAAAAAAAEMAFN5c3RlbQDctUuCEAAAoCi3S4I8YEqCAAAAAEgAAKAIEAAAAAAA////AMDAwACAgIAA/wAAAIAAAAD//wAAgIAAAAD/AAAAgAAAAP//AACAgAAAAP8AAACAAP8A/wCAAIAAAA4AAAAmBg8AEgBNckVkAwAIAAAAGAEYAegB6AEFAAAACwIYARgBBQAAAAwC0ADQAAMAAAAeAAQAAAADAQgABQAAAAEC////AAUAAAAJAgAAAAAEAAAABwEDAAQAAAAEAQ0ABAAAAAYBAQAEAAAAAgECAAMAAAAeAAkAAAD6AgYACAAIAAAAAAAiAAQAAAAtAQAACwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAIAGAAeABgAELAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgAgAYABgAEgAQsAAAAmBg8ADABNckVkAQACAAAAAAAIAAAAJQMCAIABIAHgAYABCwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAIAGwAeABsAELAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgAgAeAB4AHgAQkAAAD6AgUAAAAAAP///wAiAAQAAAAtAQEABAAAAPABAAAEAAAAJwH//wQAAAAnAf//AwAAAAAA) if VARMAP(i, s) = **undef** for some i in B

then **error**

else B', where B' is the result of

evaluating B after setting each

variable i in B to VARMAP(i, s)

22d. Mcf(for (expr1; expr2; expr3) L, s) ![](data:image/x-wmf;base64,183GmgAAGAEYAegB6AFAAgAAAABRVQEACQAAAzwBAAACAFoAAAAAABUAAAAmBg8AHwD/////BAAVAAAATXJFZA8ATWljcm9zb2Z0IERyYXcAAFoAAAAmBg8AqQBNckVkAgCfAAAAnQABAIQAhADcAh8CAAAAAAAAAQADAAAAAAD///8AAAAAAP///wABAAABAAAAAQAAAAAAAQAAAAAAAAEMAFN5c3RlbQDctUuCEAAAoCi3S4I8YEqCAAAAAEgAAKAIEAAAAAAA////AMDAwACAgIAA/wAAAIAAAAD//wAAgIAAAAD/AAAAgAAAAP//AACAgAAAAP8AAACAAP8A/wCAAIAAAA4AAAAmBg8AEgBNckVkAwAIAAAAGAEYAegB6AEFAAAACwIYARgBBQAAAAwC0ADQAAMAAAAeAAQAAAADAQgABQAAAAEC////AAUAAAAJAgAAAAAEAAAABwEDAAQAAAAEAQ0ABAAAAAYBAQAEAAAAAgECAAMAAAAeAAkAAAD6AgYACAAIAAAAAAAiAAQAAAAtAQAACwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAIAGAAeABgAELAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgAgAYABgAEgAQsAAAAmBg8ADABNckVkAQACAAAAAAAIAAAAJQMCAIABIAHgAYABCwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAIAGwAeABsAELAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgAgAeAB4AHgAQkAAAD6AgUAAAAAAP///wAiAAQAAAAtAQEABAAAAPABAAAEAAAAJwH//wQAAAAnAf//AwAAAAAA)

if VARMAP (i, s) = **undef** for some i in expr1, expr2, expr3, or L

then **error**

else if Me (expr2, Me (expr1, s)) = 0

then s

else Mhelp (expr2, expr3, L, s)

Mhelp (expr2, expr3, L, s) ![](data:image/x-wmf;base64,183GmgAAGAEYAegB6AFAAgAAAABRVQEACQAAAzwBAAACAFoAAAAAABUAAAAmBg8AHwD/////BAAVAAAATXJFZA8ATWljcm9zb2Z0IERyYXcAAFoAAAAmBg8AqQBNckVkAgCfAAAAnQABAIQAhADcAh8CAAAAAAAAAQADAAAAAAD///8AAAAAAP///wABAAABAAAAAQAAAAAAAQAAAAAAAAEMAFN5c3RlbQDctUuCEAAAoCi3S4I8YEqCAAAAAEgAAKAIEAAAAAAA////AMDAwACAgIAA/wAAAIAAAAD//wAAgIAAAAD/AAAAgAAAAP//AACAgAAAAP8AAACAAP8A/wCAAIAAAA4AAAAmBg8AEgBNckVkAwAIAAAAGAEYAegB6AEFAAAACwIYARgBBQAAAAwC0ADQAAMAAAAeAAQAAAADAQgABQAAAAEC////AAUAAAAJAgAAAAAEAAAABwEDAAQAAAAEAQ0ABAAAAAYBAQAEAAAAAgECAAMAAAAeAAkAAAD6AgYACAAIAAAAAAAiAAQAAAAtAQAACwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAIAGAAeABgAELAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgAgAYABgAEgAQsAAAAmBg8ADABNckVkAQACAAAAAAAIAAAAJQMCAIABIAHgAYABCwAAACYGDwAMAE1yRWQBAAIAAAAAAAgAAAAlAwIAIAGwAeABsAELAAAAJgYPAAwATXJFZAEAAgAAAAAACAAAACUDAgAgAeAB4AHgAQkAAAD6AgUAAAAAAP///wAiAAQAAAAtAQEABAAAAPABAAAEAAAAJwH//wQAAAAnAf//AwAAAAAA)

if VARMAP (i, s) = **undef** for some i in expr2, expr3, or L

then **error**

else

if Msl (L, s) = **error**

then s

else Mhelp (expr2, expr3, L, Msl (L, Me (expr3, s))

23.

(a) a = 2 \* (b - 1) - 1 {a > 0}

2 \* (b - 1) - 1 > 0

2 \* b - 2 - 1 > 0

2 \* b > 3

b > 3 / 2

(b) b = (c + 10) / 3 {b > 6}

(c + 10) / 3 > 6

c + 10 > 18

c > 8

(c) a = a + 2 \* b - 1 {a > 1}

a + 2 \* b - 1 > 1

2 \* b > 2 - a

b > 1 - a / 2

(d) x = 2 \* y + x - 1 {x > 11}

2 \* y + x - 1 > 11

2 \* y + x > 12

24.

(a) a = 2 \* b + 1

b = a - 3 {b < 0}